Apuntes SPARK

**Introducción a Spark**

Apache Spark es un marco informático de clúster de código abierto para el procesamiento en **tiempo real**. Tiene una próspera comunidad de código abierto y es el proyecto Apache más activo en este momento. Spark proporciona una interfaz para programar clústeres completos con paralelismo de datos implícito y tolerancia a fallos.

Fue construido sobre Hadoop MapReduce y extiende el modelo MapReduce para usarlo de manera más eficiente y con más tipos de cálculos.

Las características de Spark son las siguientes:



**Políglota:**

Spark proporciona un API de alto nivel en Java, Scala, Python y R. El código de Spark se puede escribir en cualquiera de estos cuatro lenguajes.

Proporciona un shell en Scala y Python. Se puede acceder al Shell desde el directorio instalado:

* **Scala** a través de ./bin/spark-shell
* **Python** a través de ./bin/pyspark.

**Velocidad:**

Spark se ejecuta hasta **100 veces más rápido** que Hadoop MapReduce para el procesamiento de datos a gran escala. Spark puede lograr esta velocidad a través de la partición controlada. **Administra los datos mediante particiones** que ayudan a paralelizar el procesamiento de datos distribuidos con un tráfico de red mínimo.

**Evaluación perezosa:**

Apache Spark retrasa su evaluación hasta que sea absolutamente necesario. Este es uno de los factores clave que contribuyen a su velocidad.

Para las transformaciones, Spark las agrega a un DAG (Gráfico a cíclico dirigido) de cálculo y solo cuando el controlador solicita algunos datos, este DAG realmente se ejecuta.

**Aprendizaje automático:**

**MLlib de Spark** es el componente de aprendizaje automático, útil cuando se trata de procesamiento de Big Data. Erradica la necesidad de usar múltiples herramientas; una para procesamiento y otra para aprendizaje automático. Spark proporciona a los ingenieros y científicos de datos un motor potente y unificado que es rápido y fácil de usar.

Spark SQL

Antes de continuar, iniciemos Apache Spark en nuestros sistemas y acostumbrémonos a los conceptos principales de Spark, como **Spark Session**, **Data Sources**, **RDD**, **DataFrames** y otras bibliotecas.

**Spark Session:**

En versiones anteriores de Spark, **SparkContext** era el punto de entrada para Spark. Para todas las demás API, necesitábamos usar diferentes contextos.

Para la transmisión, necesitábamos **StreamingContext**, para SQL **sqlContext** y para Hive **HiveContext**.

Para resolver este problema, **SparkSession** entró en escena. Es esencialmente una combinación de SQLContext, HiveContext y el futuro StreamingContext.

**DataFrame**

Un DataFrame es un conjunto de datos organizado en columnas con nombre. Es conceptualmente **equivalente a una tabla** en una base de datos relacional o un **marco de datos en R/Python**, pero con optimizaciones.

Los DataFrames se pueden construir a partir de una amplia gama de fuentes, como: archivos de datos estructurados, tablas en Hive, bases de datos o RDD existentes.

Spark SQL - RDD

El conjunto de **datos distribuido resilente** (RDD) es una estructura de datos fundamental de Spark. Es una **colección distribuida inmutable** de objetos. Cada conjunto de datos en RDD se divide en particiones lógicas, que se pueden calcular en diferentes nodos del clúster.

Los RDD pueden contener cualquier tipo de objetos de Python, Java o Scala, incluidas clases definidas por el usuario.

Las **características** principales de los RDDs son:

* Abstracción de datos.
* Los RDDs están **particionados en los nodos** del cluster.
* Se suelen crear **a partir de un fichero del HDFS**.
* Usan la **evaluación** **perezosa**.
	+ - * Los RDDs usan evaluación perezosa en sus **transformaciones**.
			* Mantiene todas las transformaciones en un DAG.
			* Cuando se lanza **una acción, se resuelve el grafo**.

Para empezar a programar debemos conocer SparkConf y SparkContext:

* El objeto **SparkContext** especifica cómo vamos a acceder a nuestro cluster.
* El objeto **SparkConf** contiene la información sobre nuestra aplicación.

**Las Transformaciones y acciones**

Las diferencias entre acciones y transformaciones son:

* **Transformaciones**
	+ Crea un nuevo RDD a partir de otro existente.
	+ Map es una transformación
* **Acciones**
	+ Genera un valor que es mandado al Driver.
	+ Reduce es una acción

Existen **dos tipos** de transformaciones:

Narrow transformation: todos los datos para calcular los registros de **una partición** se encuentran en una única partición del RDD.

P.e. map (), filter(), flatMap(), Union()



**Wide transformation:** todos los datos para calcular los registros en una partición pueden residir **en muchas particiones del RDD** principal.

P.e. groupbyKey(), reducebyKey(), intersection(), distinct(), sortByKey(), join(), cogroup(), coalesce()

MAP REDUCE

**Cuenta palabras**

****

**Explicación paso a paso**

* **Entrada**: La lista documents contiene los textos de entrada. Esto podría ser un fichero del que se quiera contar las palabras.

**Paso de Map:** Se divide cada el documento en palabras.

* flatMap: divide cada documento en palabras
* Map: asocia cada palabra con el valor 1 (palabra, 1).

List(("Hola", 1), ("mundo", 1), ("Hola", 1), ("MapReduce", 1), ("Hola", 1), ("mundo", 1), ("MapReduce", 1), ("Hola", 1))

**Shuffle y Agrupación:** Se agrupan las palabras iguales

* groupBy: para agrupar las palabras similares. Esto genera un mapa donde la clave es la palabra y el valor es una lista de las ocurrencias.

Map(

 "Hola" -> List((Hola,1), (Hola,1), (Hola,1), (Hola,1)),

 "mundo" -> List((mundo,1), (mundo,1)),

 "MapReduce" -> List((MapReduce,1), (MapReduce,1))

)

**Paso de Reduce:** Recorre el mapa agrupado y suma los valores de cada listas.

Map("Hola" -> 4, "mundo" -> 2, "MapReduce" -> 2)

**Resultado:**

Hola: 4

mundo: 2

MapReduce: 2



EJEMPLOS

**//Importamos las clases necesarias**

import org.apache.spark.SparkConf

import org.apache.spark.SparkContext

import org.apache.spark.rdd.RDD

en este punto nos ha creado un sparkSession que se llama **spark** y sparkContext que se llama **sc**.

**//Para ver la configuración por defecto del sc**

sc.getConf.getAll()

**//Crear un RDD a partir de un array de strings**

val array= Array(“me”,”gusta”,”el”, “BigData”)

val arrayRDD = sc.parallelize(array)

**//Para visualizar nuestro contenido de RDD**

arrayRDD.collect()

**//Crear un RDD a partir de un fichero de texto**

val file = sc.textFile(“/home/misPracticas/spark”)

file.collect()

**Transformaciones**

**//Transformacion: filter(). Se usa para hacer filtros de los RDDs**

val filtrado = file.filter(line => line.contains(“curso”))

filtrado.collect()

**//Transformación: map() Se usa cuando quieres hacer una //transformación a todo tu RDD.**

**//p.e: Pasar todas la palabras del RDD a mayusculas**

val cadenaMayusculas = arrayRDD.map(palabra => palabra.toUpperCase())

cadenaMayuscula.collect()

**//Transformación: flatMap() es como el map() pero la salida es un //objeto compuesto**

**//p.e una lista. Saco por un lado la palabra en mayuscula y por el otro su //tamaño**

val mayusLen = arrayRDD.flatMap(p=> List(p.toUpperCase(), p.length))

mayusLen.collect()

**//Transformación: union() hace la union de dos RDDs**

val miUnion= arrayRDD.union(cadenaMayusculas)

miUnion.collect()

**//Transformación: distinct() en un RDD devuelve lo distintos valores**

val miDistinct = miUnion.distinct()

miDistinct.collect()

**//Transformaciones: reduceByKey y groupByKey. Para agrupar por un //campo.**

**//ejemplo de cuenta palabras: primero hago el map para dejarlo listo //para agrupar y reducir**

val miMap= arrayRDD.map (p=> (p,1))

miMap.collect()

val miGrupo = miMap.groupByKey()

miGrupo.collect()

val miReduce = miGrupo.reduceByKey(\_+\_)

ó

val miReduce = miGrupo.reduceByKey ((a,b) => a+b)

miReduce.collect()

**//Transformación: shortByKey para ordenar ascendente (true) o //descendente (false)**

val miOrden = miGrupo.shortByKey(false)

miOrden.collect()

**//Definición de funciones**

def tamanyo( s : String) : (String , Int) ={

 return (s, s.length)

}

**//Ejemplo de llamada a la función**

val miMap = arrayRDD.map (tamanyo(\_))

miMap.collect()

**Acciones**

**//Acción: collect es para mostrar. (como el print)**

miRdd.collect()

**//Acción: first() nos devuelve el primer elemento**

miRdd.first()

**//Acción:count con devuelve el número de elementos**

miRDD.count

val miSuma = miRDD.count + 5

**//Acción: reduce() hace una operación a todos los elementos del RDD**

val miReduce= miArrayNumRDD.reduce (\_+\_)

val miReduce= miArrayNumRDD.reduce (\_\*\_)

miReduce.collect ()

**//Acción:take() nos devuelve n elementos.**

val misCuatroElementos = miArray.take(4)

misCuatroElementos.collect()

**//Accion: max y min devuelve el máximo y el mínimo**

val miMaximo = miArray.max

val miMinimo = miArray.min

**//Accion: countByKey cuenta por key. Es para hace un “cuenta //palabras”**

val miMap = miRDD.map(p=> (p,1))

val miCount = miMap.counByKey()

miCount.collect()

**//Acción: foreach**

miRdd.foreach( p=> println(“La palabra del RDD es ” + p))